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Abstract

Over the past decade, software architecture research has emerged as the principled study of the overall structure of software systems, especially the relations among subsystems and components. From its roots in qualitative descriptions of useful system organizations, software architecture has matured to encompass broad explorations of notations, tools, and analysis techniques. Whereas initially the research area interpreted software practice, it now offers concrete guidance for complex software design and development.

We can understand the evolution and prospects of software architecture research by examining the research paradigms used to establish its results. These are, for the most part, the paradigms of software engineering. We advance our fundamental understanding by posing research questions of several kinds and applying appropriate research techniques, which differ from one type of problem to another, yield correspondingly different kinds of results, and require different methods of validation. Unfortunately, these paradigms are not recognized explicitly and are often not carried out correctly; indeed not all are consistently accepted as valid.

This retrospective on a decade-plus of software architecture research examines the maturation of the software architecture research area by tracing the types of research questions and techniques used at various stages. We will see how early qualitative results set the stage for later precision, formality, and automation and how results build up over time. This generates advice to the field and projections about future impact.
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1. Introduction

Software architecture is a relatively young area within software engineering. To assess its progress, maturity, and prospects, I will examine the growth of this area against the backdrop of normal growth and maturity in software engineering, paying special attention to the way we design and carry out research projects.

Redwine and Riddle [53] described the natural characteristics of maturing software technology. I elaborate their model by considering institutional progress as well. By comparing some of the highlights of software architecture to this model, I assess its progress toward maturity.

This maturity model also provides a framework for examining software architecture research in more detail. I examine the various kinds of research problems we investigate and the approaches we use to do so. Again, this provides a baseline for assessing the state of software architecture research.

Understanding the software architecture area in this context of normal progress suggests objectives and opportunities for the future.

2. How Technologies Mature

Redwine and Riddle [53] reviewed a number of software technologies to see how they develop and propagate. They found that it typically takes 15-20 years for a technology to be ready for popularization. They identify six typical phases:

• Basic research. Investigate basic ideas and concepts, put initial structure on the problem, frame critical research questions.

• Concept formulation. Circulate ideas informally, develop a research community, converge on a compatible set of ideas, publish solutions to specific subproblems.

• Development and extension. Make preliminary use of the technology, clarify underlying ideas, generalize the approach.
• Internal enhancement and exploration. Extend approach to another domain, use technology for real problems, stabilize technology, develop training materials, show value in results.

• External enhancement and exploration. Similar to internal, but involving a broader community of people who weren’t developers, show substantial evidence of value and applicability.

• Popularization. Develop production-quality, supported versions of the technology, commercialize and market technology, expand user community

Redwine and Riddle presented timelines for several software technologies as they progressed through these phases. For abstract data types and information hiding, one of the important precursors of software architecture, they noted these transition points:

• formulation of “information hiding” [49] as the shift from basic research to concept formation,

• abstract data type languages [36][64] as the shift from concept formation to development and extension,

• major publications and frequent appearance of the concept in new programming languages (e.g., CLU [37]) as the shift to internal exploration, and

• propagation of abstract data types to other technologies such as the Affirm program verification system [23] as the shift to external exploration.

Their study ended in 1984, so they did not have the opportunity to note the influence of abstract data types on object-oriented programming techniques and on the incorporation of objects/classes in new programming languages.

As technologies mature, their institutional provisions for distributing results change. We begin with informal discussions among colleagues and progress to products in the marketplace. Along the way, we see preliminary results of the first two phases in position papers, workshops, and research conferences. As the ideas mature, results appear in conferences and then journals; larger conferences set up tracks featuring the technology, and eventually enough results are appearing to justify topical conferences. Books that synthesize multiple results help to move the technology through the middle phases. University courses, continuing education courses, and standards indicate the beginning of popularization.

Abstract data types emerged in a much smaller community than today’s with somewhat different institutions. Nevertheless, we can see some of the institutional shifts. An informal group of researchers working on aspects of abstract data types met regularly once or twice a year in the mid to late 1970’s in a format that resembles today’s research workshops. SIGPlan Notices provided a forum similar to today’s research workshop proceedings together with web-based distribution of reports [35][65]. Parnas led a sustained research program that began with testing information hiding ideas on small examples in the early 1970’s [49] and culminated in a large-scale demonstration of applying the ideas to clean specification of the A7E avionics in the mid-1980s [50]. In the mid-1970s, the Strawman requirements for the Ada programming language design [15] clearly appealed to ideas from abstract data types. Abstract data type ideas were incorporated in a radical revision of the undergraduate data structures course that was classroom tested in the late 1970s and disseminated in a textbook [66]. The abstract data type research results did not enter widespread use directly; rather, they merged with inheritance results into object-oriented design and implementation, influencing the class/package constructs of object-oriented programming languages. The verification aspects of abstract data types have been slower to enter practice.

3. Maturation of software architecture

Software architecture is the principled study of the overall structure of software systems, especially the relations among subsystems and components. From its roots in qualitative descriptions of useful system organizations, software architecture has matured to encompass broad explorations of notations, tools, and analysis techniques. Whereas initially the research area interpreted software practice, it now offers concrete guidance for complex software design and development.

Software architecture research overlaps and interacts with work on software families, component-based reuse, software design, specific classes of components (e.g., COM), product line, and program analysis. It is not productive to attempt rigid separation among these areas; research can certainly contribute to more than one.

One way to see the growth of the field is to examine the rate at which earlier results serve as building blocks for subsequent results. A rough estimate is provided by citation counts for papers with “software architecture” in the title. For a sample of 2000 citations in the ResearchIndex database [47], virtually all of the cited papers were published in 1990 or later, and there were sharp increases in the numbers of citations for papers published after 1991 and again for papers published after 1994. The most widely-cited two dozen of these entries were published between 1990 and 1998. They include four books ([6][10][59][63], 1995 to 1998), eight papers dealing with architectures for particular domains ([11][12][13][24][32][34][38][40], 1990 to 1995), seven papers presenting surveys or models for the field ([17][21][20][46][51][57][58], 1992 to 1995), three formalizations ([1][2][45], 1993 to 1996),...
and one paper each on an architecture description language [56] and reverse engineering [67]. Unsurprisingly, they generally represent the first three phases of development. Imperfect though this estimate may be, it still indicates very substantial growth since 1995 and a balance between exploration of specific problems and generalization and model development.

Here are some of the highlights of the field’s development. The chronology is not as linear as the Redwine/Riddle model might suggest: different aspects of the field evolve at different rates; transitions between phases do not happen instantly; and publication dates lag the actual work by different amounts. Nevertheless, overall progress corresponds fairly well to their model.

3.1 Basic research
As long as complex software systems have been developed, their designers have described their structures with box-and-line diagrams and informal explanations. Good designers recognized stylistic commonalities among these structures and exploited the styles in ad hoc ways. These structures were sometimes referred to as architectures, but the knowledge of common styles was not systematically organized or taught.

In the late 1980s people began to explore the advantages of deliberately-designed specialized software structures for specific problems. Some of this work addressed software system structures for particular product lines or application domains, including oscilloscopes [14] and missile control [24][46]. Other work organized the informal knowledge about common software structures, or architectural styles, that can be used in a variety of problem domains. This work cataloged existing systems to identify common architectural styles such as pipe-filter, repository, implicit invocation, and cooperating processes [3][5][48][54]. These complementary lines of research led to models for explaining the architectural styles and to two widely cited papers in 1992 and 1993 that established the structure of the field [21][51].

3.2 Concept formulation
The basic models were elaborated and explored: through architecture description languages, early formalization, and classification. Most of this work took place in the mid-1990s, and it continues to the present as new ideas take shape.

Architecture description languages explored a variety of aspects of architecture. These languages included Aesop [18] (exploiting specific properties of styles), C2 [42] (exploring power of a particular event-based style), Darwin [41] (design and specification of dynamic distributed systems), Meta-H [7] (real-time avionics control), Rapide [39] (simulation and analysis of dynamic behavior expressed in posets), UniCon [56] (extensible set of connectors and styles, compilation to code), and Wright [3] (component interaction).

Formalizations developed in parallel with the language development. Sometimes this was integral to the language (Darwin, Rapide, Wright), and in other cases it was more independent, as the formalization of style [1][2] or formal analysis of inconsistency in a specific architectural model [60]. Recognition that multiple views must be reconciled in architectural analysis [31] helped to frame the requirements for formalism.

The early narrative catalogs of styles were expanded in taxonomies of styles [55] and of the elements that support those styles [30]. The common forms were cataloged and explained as patterns [10]. An early book [59] on these ideas set the stage for further development.

3.3 Development and extension
More recently, focus has been on unifying and refining initial results. The ACME architectural interchange language began with the goal of providing a framework to move information between architecture description languages [19]; it has grown to integrate other design, analysis and development tools.

Refinement of the taxonomies of architectural elements [44] and languages [43] has also continued.

The institutions of the area are also maturing. The Transactions on Software Engineering has a special issue on software architecture in 1995 [20]. The special “roadmap” track at the ICSE 2000 conference included software architecture [22] among its topics to survey. The current ICSE has four sessions on architectural topics, and of the 22 affiliated tutorials, 8 are related to UML and 6 others have clear architectural elements. A standalone conference, the Working IEEE/IFIP Conference on Software Architecture, will be held in August 2000, and one of the sponsors of that conference is a new IFIP working group.

3.4 Internal enhancement and exploration
Architectural styles are commonly used informally as design guides. The explicit attention to this aspect of design is increasing, and as a result we are gaining experience.

A few formal analyses of real system designs have been done as well. For example, architectural specification of the Higher Level Architecture for Distributed Simulation [4] was able to identify inconsistencies before implementation, thereby saving extensive redesign.

Books on the application of the research to practice [6][26] set the stage for external exploration.
3.5 External enhancement and exploration

Two unifications have matured enough to be useful outside their developer groups.

UML[8], under the leadership of Rational, has integrated a number of design notations and is developing a method for applying them systematically. The connection to concrete analysis and to code is not yet fleshed out, but the notations themselves have gained a wide audience.

The SEI’s Architecture Tradeoff Analysis Method [29] supports analysis of the interaction among attributes as well as the attributes themselves.

3.6 Popularization

One of the hallmarks of a production-ready technology is good standards. Standards for particular component families (e.g., COM, CORBA) and interfaces (e.g., XML) exist, but they reflect component reuse interests as much as architectural interests. A recent IEEE standard [27] attempts to codify the current best practices and insights of both the systems and software engineering communities and make provisions for evolution.

3.7 Current status

It is fair to say that software architecture is well into the phase of development and extension, and that enhancement and exploration are beginning in earnest. Ideas and some tools are being exploited in practice, but the technologies are not yet mature. This is consistent with the shorter end of a 15-20 year maturity cycle. Research remains to be done, especially in the area of showing the range of utility of various styles, formalisms, design techniques, and tools. I turn now to a more detailed discussion of the research process itself.

4. Software engineering research paradigms

Software engineering research is often motivated by problems that arise in the production and use of real-world software. Such problems are often complex, and it's common to identify a research setting that is much simpler than the real problem but still captures some essential aspect. We can identify some common forms for these research settings, from narrative characterization of phenomena to rigorous analytic models. Researchers have a repertoire of approaches and methods; these yield a variety of research products, including system prototypes, procedural techniques, and models of several degrees of rigor.

4.1 Research settings

Software engineering research addresses several particular classes of problems. Polya [52] distinguished "problems to find" from "problems to prove", both in form and in the techniques used to obtain solutions. Similarly, Jackson distinguishes classes of software problems and develops a theory of "problem frames" to classify, analyze, and structure these problems [28]. Building on Shaw and Garlan’s model of progressive codification [58] I make similar distinctions among different types research problems.

Technical ideas often begin as qualitative descriptions of problems or practice and gradually become more precise – and more powerful–as practical and formal knowledge grow in tandem. Thus, as some aspect of software development comes to be better understood, more powerful specification mechanisms become viable, and this in turn enables more powerful technology. Each of these stages of codification relies on a different kind of understanding and different approaches to the research.

General classes of research setting, the kinds of questions posed by each, and examples from abstract data types include:

<table>
<thead>
<tr>
<th>Research Setting</th>
<th>Sample Questions</th>
<th>Examples from abstract data types</th>
</tr>
</thead>
</table>
| Feasibility      | Is there an X, and what is it? Is it possible to accomplish X at all? | Is it possible to describe the relation among components of a software system [16]?
| Characterization | What are the important characteristics of X? What is X like? What, exactly, do we mean by X? What are the varieties of X, and how are they related? | What is the important information to share and to hide about a component [49]?
| Method/Mean      | How can we accomplish X? What is a better way to accomplish X? How can I automate doing X? | How can we incorporate abstract data types in a programming language [37][64]?
| Generalization   | Is X always true of Y? Given X, what will Y be? | What is a formal relation between the specification of an abstract data type and its implementation [25]?
| Selection        | How do I decide between X and Y? | What organization should I choose for the user interface component of a system [33]?

Examples from software architecture include:
- **Feasibility.** Early architecture description languages showed that it is possible to specify component interactions [3] or to compile from a specification, including generation of glue code for connectors [56].
• **Characterization.** The early models for the structure of the field [21][51] characterized both the phenomena and the terms in which they could be explained.

• **Method/means.** Many of the papers that investigate architectures for particular classes of systems [14][24][50] are finding ways, and improving ways, to design and develop those systems.

• **Generalization.** Taxonomies of elements and of styles [43][44][55][30] built on and generalized the early characterizations. Patterns identify the conceptual units that are regularly used in design [10].

• **Selection.** Decision support for choosing a system structure [33]. The Architecture Tradeoff Analysis Method [29] helps with selection by supporting analysis of the interaction among attributes.

4.2 **Research approaches, methods, and products**

Software engineering researchers approach problems in a variety of ways. I distinguish them by the tangible results of the research project.

<table>
<thead>
<tr>
<th>Research Product</th>
<th>Research Approach or Method</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Qualitative or descriptive model</td>
<td>Organize &amp; report interesting observations about the world. Create &amp; defend generalizations from real examples. Structure a problem area; formulate the right questions. Do a careful analysis of a system or its development.</td>
<td>Early architectural models [21][51], architectural patterns[10].</td>
</tr>
<tr>
<td>Technique</td>
<td>Invent new ways to do some tasks, including procedures and implementation techniques. Develop a technique to choose among alternatives</td>
<td>Product line and domain-specific software architectures [14][24], UML to support object-oriented design[8].</td>
</tr>
<tr>
<td>System</td>
<td>Embody result in a system, using the system development as both source of insight and carrier of results</td>
<td>Architecture description languages, especially ACME</td>
</tr>
<tr>
<td>Empirical predictive model</td>
<td>Develop predictive models from observed data</td>
<td></td>
</tr>
<tr>
<td>Analytic model</td>
<td>Develop structural (quantitative or symbolic) models that permit formal analysis</td>
<td>HLA specification, COM inconsistency analysis</td>
</tr>
</tbody>
</table>

4.3 **Validation techniques**

Results alone do not suffice. Although this step is often neglected, the results must be validated in some way to show that they satisfy the requirement posed by the research setting. Depending on the way the solution is created and validated, we may have more or less confidence in its correctness, adequacy, or generality. As ideas mature, more rigor and detailed analysis is required to advance our knowledge.

When describing a result, it is helpful to be explicit about what degree of precision and rigor it purports to achieve. Indeed, Brooks [9] proposes recognizing three kinds of results, with individual criteria for quality:

- **Findings.** well-established scientific truths – judged by truthfulness and rigor
- **Observations.** reports on actual phenomena – judged by interestingness
- **Rules-of-thumb.** generalizations, signed by an author (but perhaps not fully supported by data) – judged by usefulness

with freshness as criterion for all.

Some argue for a narrower standard that would require quantitative data on experimental results for most research [61][62][68]. I take a more nuanced position, that different types of results have value, and that more rigorous results emerge only over time, either through cumulative evidence or by building rigorous experiments on a base of more informal experience. In other words, as engineers we do the best we can with the available information, but in doing so we must consider carefully how much to trust each result. Researchers do, of course, have an obligation to explain clearly how and to what extent their results support their hypotheses and solve the problems that they claim to solve – that is, to provide validation of their results.

Good validation entails not only showing that the specific product of the research satisfies the idealized problem of the research setting, but also that the result helps to solve the original motivating problem. Even in papers that validate the result against the research setting, this is often omitted. As in most of software engineering, excellent examples are rare and inadequate discussion is altogether too common.

Formal research often provides verification of its results; Sullivan’s formal analysis of an inconsistency in the COM specification [60] not only provides a good example of verification, but also of carrying the result back to the original problems.

As noted above, early architecture description languages showed that it is possible to specify component interactions [3] or to compile from a specification, including generation of glue code for connectors [56]. To the extent
that these projects addressed sheer feasibility questions, the implementation of a working system constitutes validation.

The early models for the structure of the field [21][51] were originally supported by persuasion. As time has passed and those models have been built upon and refined, the cumulative validation includes experience.

Some of the techniques that have been used convincingly for validating one or another kind of software engineering research result are

<table>
<thead>
<tr>
<th>Technique</th>
<th>Character of validation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Persuasion</td>
<td>I have thought hard about this, and I believe that…</td>
</tr>
<tr>
<td>Technique Design</td>
<td>…if you do it the following way, then…</td>
</tr>
<tr>
<td>Example</td>
<td>…a system constructed like this would…</td>
</tr>
<tr>
<td></td>
<td>…walking through this example shows how my idea works</td>
</tr>
<tr>
<td>Implementation System Technique</td>
<td>Here is a prototype of a system that…</td>
</tr>
<tr>
<td></td>
<td>…exists in code or other concrete form</td>
</tr>
<tr>
<td></td>
<td>…is represented as a set of procedures</td>
</tr>
<tr>
<td>Evaluation</td>
<td>Given these criteria, here’s how an object rates…</td>
</tr>
<tr>
<td>Descriptive</td>
<td>…in a comparison of many objects</td>
</tr>
<tr>
<td>Qualitative</td>
<td>…by making subjective judgments against a checklist</td>
</tr>
<tr>
<td>Empirical定量</td>
<td>…by counting or measuring something</td>
</tr>
<tr>
<td>quantitative</td>
<td></td>
</tr>
<tr>
<td>model</td>
<td></td>
</tr>
<tr>
<td>Analysis</td>
<td>Given the facts, these consequences…</td>
</tr>
<tr>
<td>Analytic formal</td>
<td>…are rigorous, usually symbolic, in the form of derivation and proof</td>
</tr>
<tr>
<td>model</td>
<td>are predicted by the model in a controlled situation (usually with statistical analysis)</td>
</tr>
<tr>
<td>Empirical</td>
<td></td>
</tr>
<tr>
<td>predictive</td>
<td></td>
</tr>
<tr>
<td>model</td>
<td></td>
</tr>
<tr>
<td>Experience</td>
<td>I evaluate these results based on my experience and observations about the use of the result in actual practice and report my conclusions in the form of…</td>
</tr>
<tr>
<td>Qualitative</td>
<td>…prose narrative</td>
</tr>
<tr>
<td>or descriptive</td>
<td></td>
</tr>
<tr>
<td>model</td>
<td></td>
</tr>
<tr>
<td>Decision criteria</td>
<td>…comparison of systems in actual use</td>
</tr>
<tr>
<td>Empirical</td>
<td>…data on use in practice, usually with statistical analysis</td>
</tr>
<tr>
<td>predictive model</td>
<td></td>
</tr>
</tbody>
</table>

Brooks’ “observations” and “rules of thumb” correspond well to qualitative or descriptive models.

Two kinds of inadequate arguments appear entirely too often in the software engineering literature. One sets out to improve current practice, proposes a new technique, implements a tool to support the technique, and fails to collect any evidence comparing the new technique and tool to the practice it purports to improve. The second proposes a new technique, applies it to a toy example, and claims a contribution; this form is particularly unsatisfactory when the example is only tenuously related to a practical problem.

4.4 Selecting a research strategy

The research strategy for a software engineering problem identifies a research setting that addresses a fundamental issue in the problem and a matching approach and validation technique. Different approaches are appropriate for different settings, and similarly different validation techniques are appropriate for different types of results. Judicious selection of compatible settings, approaches, research products, and validation techniques is a critical part of designing a research project.

For example, if there was at the outset a serious question about whether something could be achieved at all, simply exhibiting an implementation is validation enough. However, if the question is how to improve on current practice, the same implementation would probably be completely unsatisfactory as the sole evidence. In other words, “Look, it works!” is sufficient proof only if the original question was whether it could be done at all.

As ideas mature into practical technologies, the character of the open questions changes. Whereas clear articulation of issues may be a significant contribution at the outset, the questions as a technology enters practice may involve formal analysis and evaluation of effectiveness relative to other technologies. Since the essential questions change, so will the idealized research settings, the most suitable approaches and research products, and the appropriate validation techniques.

I offer these observations about research techniques and strategies in the sense of Brooks’ rules of thumb. They are open to refinement, and their usefulness must be judged by whether they guide researchers to more careful design of their projects and their reports of results.

5. What Next?

We see that software architecture is reaching the point of growing from its adolescence in research laboratories to the responsibilities of maturity. This brings with it additional responsibility to show not just that ideas
are promising (a sufficient grounds to continue research) but also that they are effective (a necessary grounds to move into practice).

As a result, software architects must not be content with simply doing more research in the style of the past decade. Certainly there are new ideas yet to be explored in that form, but we must also attend to making existing results more robust, more rigorously understood, and more ready to move into application.

There is a lesson here for all of software engineering as well. Notwithstanding over 30 years of existence, software engineering does not yet have a widely-recognized and widely-appreciated set of research paradigms in the way that other parts of computer science do. That is, we don’t recognize what our research strategies are and how they establish their results. Poor external understanding leads to lack of appreciation and respect. Poor internal understanding leads to poor execution, especially of validation, and poor appreciation of how much to expect from a project or result. There may be also be secondary effects on the way we choose what problems to work on at all.

So there is here a challenge to the whole of software engineering to think through our research models more carefully, to learn how to determine how much trust should be put in our results, and to take the effort to validate the work of both individual research papers and of long-term projects.
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When people in the software industry talk about "architecture", they refer to a hazily defined notion of the most important aspects of the internal design of a software system. A good architecture is important, otherwise it becomes slower and more expensive to add new capabilities in the future. Like many in the software world, I've long been wary of the term as it often suggests a separation from programming and an unhealthy dose of pomposity. But I resolve my concern by emphasizing that good architecture is something that supports its own evolution, and is deeply intertwined with the cusp of another Golden Age that will significantly improve cost, performance, energy, and security. These architecture challenges are even harder given that we've lost the exponentially increasing resources provided by Dennard scaling and Moore's law. We've identified areas that are critical to this new age. Thus far, architects have been asked for little beyond page-level protection and supporting virtual machines. The very definition of computer architecture ignores timing, yet Spectre shows that attacks that can determine timing of operations can leak supposedly protected data. It's time for architects to redefine computer architecture and treat security as a first class citizen to protect data from timing attacks, or at worst reduce information leaks to a trickle.